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Introduction

In the usual formulation of X2 statistic in the uniparametric case, the
different classes in which the sample observations are grouped are
fixed arbitrarily in advance and the sample is replaced by its frequency
classification as determined "by these classes. In doing this, a part
of the information supplied by the individual sample observations is
lost. An attempt was made by Lehman and Chernoff^ to restore this

information by using the maximum likeUhood estimate 6 of the para
meter 9 in the population form. They obtained an estimate of the
probability of a single observation falling in the z-th class interval

Si, Q = I, 2, k) by substituting 6 for 6 in this probability and
constructed the statistic

k

(mi - np,)^
nPi

i=i

where Wj is the number of sample observations falling in Sj and n is
the number of sample observations. The asymptotic distribution of

R„ as n 00 is given as

'2fyi' + ^y\-i (2)
i=l

where

j,'sa=l, 2, ..., fc-l)

are independently and normally distributed with mean 0 and variance
1, and Ais a constant between 0 and 1. It is to be mentioned that
Amay depend on 6 and therefore the distribution is not known to
that extent.
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The arbitrariness in the definition of the class intervals giving the

frequency structure of the sample is retained in R„. This was removed
by Roy® by defining the class intervals SiS in terms of the sample

observations. Let 6 be an estimate of 0 based on a random, sample
of n independent observations

Xi, Xi, ..x„

with the property that there exists a function / such that
n

where

and

Ŵ - Op (^„) >
(ii) E [/(;c)] = 0 for all B,

(iii) Var. [/(x)] is finite for all 0.

Then Sj is defined in terms of the estimate B. Let

P^0)=Pr{x^S,{6)ie=d)

where x is independent of the observations in the original sample,

i.e., pi* (B) is the probability of x lying in S{(0) when B takes the value

e.

Then constructing the statistic

(3)

(4)
1=1 npi* (B)

where wjj is the number of sample observations Xa, a = 1, 2, k
A

falling in Sf (B), Roy has proved^ that the asymptotic distribution of
R„* is given by

i=i
(5)

where j/s (i = 1, A: — 1) are independently and normally distri
buted with mean 0 and variance 1 and A' is a constant lying between
0 and 1. It has been seen that A' can be made independent of Bwhen
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0 is either a location or a scale parameter, by suitably dejBriing S/s
A

in terms of 0. .

It may be pointed out that the above result holds, subject to the

condition that 6 is expressed as at (3). Such estimates exist, e.g., maxi
mum likelihood estimates. In this paper the asymptotic distribution
of as defined at (4) is derived by defining the class intervals
S^s (z = 1, 2, ..A:) in terms of the sample median which is an esti
mate of 6 not satisfying the property (3). This is done for the normal
population with unknown mean, and known variance. It is seen that the
asymptotic distribution of R„* is not of the form.as at (5) except in
a special case, but it is still independent of the mean.

2. Asymptotic Distribution of i?„*

Consider any normally distributed population N (6, 1) with un
known mean 6 and variance unity with three groups defined in terms
of the median 31: of a random sample of n observations

Xa's, a = 1, 2, ..., n.

Then the asymptotic distribution '̂ of x is normal with mean 6 and
variance

2n

Let the range of x, viz., (— oo, oo) be divided into the following
three class intervals

(- oo, X+ a), {x + a, x + b) and {x + b, oo)

where

a<o <b.

We then obtain, .. .

a

Pi* (^) =-^1 where =F(a) = J dt.
—CO

= „ •n, = F{b)-F{a) K6)

Pi* (^) =•^3 » 71-3 = 1 —

and
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It is clear that

'̂ 1 + ^2 + = !• - ' C^)

Again, we have by^

n

^ (^a) + (X - e) erf '̂ +• Op Wn)i (8)

vi^here

Now

IS

( 1 when Xa < 0 + a i
bi {x„) = ( for a = 1, 2, ... , n.

I 0 otherwise

mi - npi* (x) _ 1
Vn Vn

n

2^ {^1 (Xa) - ^i} + (x - 0)
.0= 1

+ Op (1).

Then the asymptotic variance of

^1 - m* (x)
Vn

(9)

'Ti (l--x) +̂ + E|(X-e) gbi (xjj . (10)
To evaluate the last term in (10) consider a function

(• 1 when X ^ 6 <: a
gi {x - d) = (x) =

and let

n

a=i

0 otherwise

,We now obtain from the joint distribution of. .•v/« (^ —^) and
•s/n (t/i —TTj) as discussed^ in and obtain therefrom

Î^ ~ ..(i) (11)
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